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If someone asks you a question 
they’ve got no business asking, 
you’re under no obligation to tell 
them the truth.

- Leonard Schiffman



Thesis: Lie!

(Personalized) Online Services...

Over-collect data from subject’s POV

Untrustworthy re motives & competence

Results aren’t very personalized

They don’t need/deserve the whole truth.
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The Idea

Goal: “Blend in” to the crowd

Motive: personalized services over-collect

Consider the future: “Forward Privacy” 

Threat model: service as adversary

Therefore, generalize input:

Perturb data to gain privacy (e.g., lie) 

...but so as to preserve output accuracy



Background &
Motivation



Privacy Models:
Public Databases

Database tradition

Post collection

Enemy: analysts

Generalization & 
suppression



Privacy Models:
Sensor Streams

•Traffic analysis
tradition

•Enemy: stream 
subscribers

•Masking & de-
identification



Privacy Models: 
Personalization

Consumer 
Protection Tradition

Enemy: 3rd party 

Explicit Policies
(UI & tools)



Personalized Services

Search &
Recommendation

Complaints:
Misaligned incentives
Bad Policies
UI mismatch
Security too hard
Mgmt changes



Direct 
Identifiers

Name
National ID

Home Address
Tel #

Email Address
& ...

(Implicit)
Quasi-

Identifiers
User Agent
Geocode
Cookies

IP Address
& ...

(Explicit)
Quasi-

Identifiers
Postal Code

Gender
Birthday

Current Query
& ...

What is revealed?



Threat Analysis

Identification, re-identification

Association with sensitive attributes/groups

Heath data especially

The inference problem

Important: the service is the adversary



Forward Privacy: Definition

Privacy preserved under future conditions

By analogy with “Forward Secrecy”

Also see “work advantage” (re unknown 
adversary) – more is better



Forward Privacy: Desirable

The future is uncertain

Your concerns may change

Site’s incentives may change

Adversary’s advantages will increase

More background knowledge

Better technology

So, minimize the truth you tell



Input Generalization

Reduce precision of micro-data

Before input is provided (“ex-ante”)

Typically, supply inaccurate value

Goal: choose best trade-off (min-max)

Minimize privacy loss, maximize utility

Necessarily knowledge-based



Quantifying
Privacy and Accuracy

ß  vs.  s
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Privacy Gain:
“Blending Factor” ß

Goal: generalize
your label (4)

to a range (2-7)

8

1

3

7

5

2

9

4

3

6

8

2

9

5

3

1

3

4
5

6

8

1

4

9

you



Privacy Gain:
“Blending Factor” ß

ß =
false pop. size

true pop. size

Goal: generalize
your label (4)

to a range (2-7)
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Privacy Gain:
“Blending Factor” ß

ß =
false pop. size

true pop. size

| {e: L(e) = 4} |

| {e: 2 < L(e) < 7} |

=

Goal: generalize
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Output Accuracy (s)
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Case Study:
Personalized Medical 
Recommendations



About Clinical Trials

Medical progress 
& treatment

US:130k active

Full registry

Description &
in/out criteria

Scientists search



Clinical Trial
Recommendation

Search is hard for
Doctors & Patients

Ask questions and
recommend trials

Choose trial: useful
& patient eligible.



Service questionnaire



Study methodology

Create robust medical profiles for “patients”

Required special expertise

Collect service output for varying inputs

“True” profile

Input generalized profiles

Best-effort & randomized



What to generalize

Yes: Personal Profile

Zip Code

Date of Birth

Yes: treatment history

No: Diagnosis



Drug hierarchy



Results: high ß and S

researcher expert in clinical trials for cancer patients. We
consider our sample size sufficient to investigate our input
generalization approach due to our knowledge of the salient
attributes in CTMSs, acquired through discussion with ex-
perts in the field. As an example of relevant nuance in this
area, consider that a patient’s date of birth by itself is usually
not relevant, but it places the patient within an age cohort to
determine whether pediatric, adult, or geriatric trials should
be provided. Similarly, the patient’s zip code is typically
relevant only in that it helps determine if the patient could
commute to the trial location.

Input generalization methods

CTMSs typically collect five to ten quasi-identifying
attributes in the course of supplying service. We chose to
generalize three: zip code, birth date, and prescription drugs.

Zip Code: The patients’ zip code is replaced by a random
one within a fixed radius of the original. We normalized the
selected areas from which we drew these random zip codes
to obtain approximately the same number (approx. 80).

Date of birth: The patient’s date of birth is replaced by
a random month and year within a range of ± 5 years.

Prescription drugs: Prescription drugs are hierarchically
arranged, where drug brands are grouped within generic
drugs, and the latter are grouped by therapeutic drug classes.
We replace prescribed drugs—given a brand or a generic
drug as input—by alternative ones within the same thera-
peutic class. For example, if the patient was treated with
Eloxatin, it might be replaced by another drug in the
“alkylating agents” class, such as Platinol. The rationale
for this generalization is knowledge-based—clinical trials
are usually more concerned with a patient having been
previously treated with a member of a drug class, rather
than with a specific drug.

Test 1: Same service, different diagnosis

In this first test, our goal is to assess the accuracy of
the output when the input for patients’ zip code, date of

birth, and (in some cases) prescription drugs is generalized.
We use EmergingMed for this analysis, and applied input
generalization to example cases of melanoma, colorectal,
and lung cancer.

We measured the output accuracy s (formula 1 in section
IV-D2), which compares the results for both the real and
generalized inputs. We note that the order of results returned
from EmergingMed has no significance. We calculated the
blending factor (�, formula 4 in IV-E), assuming relative
statistical independence between attributes, given modest
perturbations. Our results (table I) show that this POS is
mostly insensitive to zip code and birth date substitutions
chosen as specified in section V. Patient 7 is the exception,
where the same clinical trial was provided but in an alter-
native location 35 miles away from the correct one.

In most cases, generalizing prescription drugs—the re-
placement of one drug by other in the same therapeutic
class—did not have a significant impact on the results. We
can observe, however, a degradation of the result for patients
4 and 9 where a larger number of salient attributes—in this
case drug names—have been perturbed. Note that not all
drugs have been generalized, but the real drug is maintained
when there is no viable alternative in the available options.

Test 2: Same service and diagnosis, different generalizations

The goal of this test (on EmergingMed) is to assess
whether approximately the same results are obtained when
different drug substitutions are made for the same true value.
For example, if the prescribed drug is Platinol (generic:
Cisplatin, an alkylating agent), it can be replaced by either
Neosar or Eloxatin—both alkylating agents as well. In this
test we generalized only prescribed drugs.

Our results (summarized in table II) show that the service
is mostly insensitive to the selection of a specific drug
within a given therapeutic class, the worst case being 90.4%
accuracy in the fourth generalization for patient 9.

Original values Generalized values
zip code dob prescriptions T zip code dob prescriptions G FP FN accuracy �

Patient 1 94025 Jan 1955 Vemurafenib, Dacarbazine 20 95056 Jun 1951 Vemurafenib, Carmustine 20 0 0 100% 1.7⇥105

Patient 2 10016 Jan 1965 Ipilimumab, Dacarbazine 3 11222 Aug 1960 Ipilimumab, Temozolomide 3 0 0 100% 1.7⇥105

m
el

an
o.

Patient 3 60601 Jan 1975 3 60202 Nov 1977 3 0 0 100% 9.6⇥103

Patient 4 94025 Jan 1955 Bevacizumab, Erlotinib,
Fluorouracil, Oxaliplatin 284 95129 Jul 1957 Bevacizumab, Gefitinib,

Fluoracil, Cisplatin 283 2 3 98.3% 8.6⇥105

Patient 5 10016 Jan 1955 Fluorouracil, Oxaliplatin 3 10024 Jan 1958 Capecitabine, Cisplatin 3 0 0 100% 1.4⇥106

co
lo

re
ct

al

Patient 6 60601 Jan 1975 3 60621 Feb 1972 3 0 0 100% 9.6⇥103

Patient 7 94025 Jan 1955 21 94544 May 1950 21 1 1 90.9% 9.6⇥103

Patient 8 10016 Jan 1965 Carboplatin, Oxaliplatin 3 10105 Oct 1967 Lomustine, Cyclophosphamide 3 0 0 100% 3.1⇥106

lu
ng

Patient 9 60601 Jan 1975 Cetuximab, Carboplatin,
Oxaliplatin 250 60706 Sep 1980 Gefitinib, Cisplatin,

Cyclophosphamide 248 2 4 97.6% 1.5⇥107

T is the true output cardinality, G the generalized output cardinality, FP the number of false positives, and FN the number of false negatives.

Table I
TEST 1



Blend me in:
The movie



Lt. Kaffee:  I want the truth! 
Col. Jessup: You can’t handle
             the truth!

- A Few Good Men (1992)



Blend Me In Prototype



UI for zipcode



UI widget for date of birth



UI for Drug 
Treatment 
History



 Is Blend Me In Scalable?

Collective intelligence 
script ecosystem

Library of UI widgets
for enlightened sites



Philosophical 
Conclusion



Privacy vs. Utility Tradeoff

Service
Utility

Cost to
Privacy

Be here!



KRAUSE & HORVITZ
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Figure 8: (a) Tradeoff-curve for varying �. (b) Calibrating the tradeoff.

we applied Dirichlet smoothing. In our experiments, we use 1000 independent samples in order to
estimate U(A) and I(A).

We first apply the greedy algorithm to select an increasing number of attributes, maximizing
the utility and ignoring the cost. Figure 6 presents the greedy ordering and the achieved entropy re-
ductions. The greedy algorithm selects the attributes DOCC, ATLV, DAGE, ACTY, AQRY, ACLK,
AWHR, TADT, AWDY, THOM, TCIN, DGDR, TGMS, TREG, in this order. After selecting these
attributes, the utility does not increase significantly anymore. The entropy reduction levels off at
roughly 1.92 bits. Figure 6 underscores the diminishing-returns property of click entropy reduction.

Similarly, we generate a greedy ordering of the attributes, in order of minimum incremental
cost. Figure 7 presents the results of this experiment, using the maxprob cost metric. As expected,
the curve looks convex (apart from small variations due to the sampling process). The cost ini-
tially increases very slowly, and the growth increases as more attributes are selected. This behavior
empirically corroborates the supermodularity assumption for the cost metric.

Figure 9 compares the three cost metrics, as more and more attributes are selected. All three
metrics initially behave qualitatively similarly. However, the k-anonymity metric flattens out after
25 out of 31 attributes have been selected. This is expected, as eventually enough personal informa-
tion is available in order to (almost) always reduce the candidate set of people to less than k = 100.
At this point, adding more attributes will not dramatically increase the cost anymore. However,
when trading off utility and privacy, one is interested in solutions with small cost, and in this critical
region, the cost function behaves supermodularly as well.

7.2 Calibrating the Tradeoff with Assessed Preferences

We now use the scalarization (3.1) to trade off utility and cost. For this optimization, we need to
choose the tradeoff parameter �. Instead of committing to a single value of �, we generate solutions
for increasing values of �. For each such value, we use LLS to find an approximate solution, and
plot its utility and cost. Figure 8(a) shows the tradeoff curve obtained from this experiment. We can
see that this curve exhibits a prominent knee: For values 1  �  10, small increases of the utility

650

Privacy vs. Utility Tradeoff
(from Krause & Horvitz)



Blend Me In:  The Idea

“Blend in” to the crowd

Motive: personalized services over-collect

“Forward Privacy” – consider the future

Threat model: service as adversary

Therefore, generalize input:

 Perturb data to gain privacy (e.g., lie)

...but so as to preserve output accuracy



Truth is so precious that she 
should always be attended by 
a bodyguard of lies.

- Winston Churchill


